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Motivation
QUIC: Multiplexed transport protocol over UDP

• Reduced handshake latency

• Improved congestion control

• Improved loss recovery 

• Multiplexing streams

Can QUIC help improve viewer experience in 
HTTP adaptive streaming?
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• Start media streams more 
quickly 

• Reduce seeking latency
• Cope better with frequent 

connection changes?
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Can QUIC help us
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Previous Research
• Some reported

– QUIC does not impact streaming performance
– QUIC does not provide a boost to HAS

• Others reported 
– QUIC’s 0-RTT performed better than the other protocols
– QUIC provided better streaming, but only for high-quality video

• Google said QUIC reduced YouTube rebuffer rates by 15%
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QUIC code evolves rapidly and 3rd-party implementations may 
not necessarily reflect protocol’s real performance
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Comparison between Our and Prior Work
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1 WiFi, 4G/LTE and 3G, 2 Based on the third-party implementation version at the time of research, 3 Latest at the time of research. 



• Player Features
– Python based
– TCP and QUIC support integrated 

as subprocess
– Scripted frame-seek (fast-

forward) ability
– BASIC, SARA, BBA-2 adaptation 

algorithms

• Source Code
– github.com/sevketarisu/quic-

streaming
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github.com/sevketarisu/quic-streaming



• Environment Setup
– Public Internet
– No traffic shaping
– Each test repeated 10 times

• Server
– Apache HTTP server on Amazon 

EC2
– Located in Frankfurt, DE

• Client 
– Runs Google’s proto-quic library
– Located in Istanbul, TR
– Connected via WiFi, LTE or 3G
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Chromium QUIC
(proto-quic library)

WiFi, LTE, 3G

Amazon EC2
libcurl



9

Evaluated Metrics
• Average playback bitrate

– Average of the bitrates of the downloaded segments 

• Average wait time after seeking
– Time from the frame-seek request to the playback of the requested media
– A rule of thumb is to keep this time under two seconds 

• Rebuffer rate
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Frame-Seek (Fast-Forward) Feature Implemented in the Player
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Frame-Seek Scenarios
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Frame-Seek Scenario Results
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Results are averaged for BASIC, SARA and BBA-2 algorithms.

QUIC provided a higher (or at least an 
equal) average playback bitrate in all 

cases and for all algorithms

Max Bitrate Available: 3.9 Mbps
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Frame-Seek Scenario Results
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Results are averaged for BASIC, SARA and BBA-2 algorithms.

QUIC reduced wait times to 
less than 1.5 seconds
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Frame-Seek Scenario Results
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QUIC’s benefits are bigger 
when delays are higher

Results are averaged for BASIC, SARA and BBA-2 algorithms.
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Connection-Switch Simulation
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Connection-Switch Scenario
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WiFi - LTE Switches
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Connection-Switch Results
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QUIC provided a higher (or at least 
an equal) average playback bitrate 
for all algorithms



WiFi - 3G Switches
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Connection-Switch Results
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an equal) average playback bitrate 
for all algorithms



QUIC is still evolving in the IETF; 
should there be significant 
changes, the tests will need to be 
repeated

– https://quicwg.org/
– https://github.com/quicwg
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Conclusions
• QUIC reduces wait times and 

rebuffer rates without reducing 
playback bitrate

• QUIC outperforms TCP when 
frequent network changes occur

• QUIC’s benefits are greater in 
networks with larger delay (e.g., 
early generation 3G networks)



Thank You
Download and test our code at github.com/sevketarisu/quic-streaming


